
Expert prompts: Highly effective, task-specific prompts that are often 
heavily engineered by domain experts 
• Unleash the full potential of very large LLMs, e.g., GPT-3.5/4
• Spearhead the next era of prompt engineering, with more powerful 

LLMs that can understand intricate instructions
The following example shows how the expert prompt improves perf. 
with richer domain knowledge and structured guidance
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6. A prompt evolution trajectory, showing how error feedbacks 
(highlighted colors) are accumulated into better expert prompts 

Road Ahead with PromptAgent &
• PromptAgent serves as a principled framework to study prompt 

optimization by unifying prompt sampling and rewarding
• Unlike discovering magic/local prompt variants, expert-level 

prompting is still an untapped area to solve challenging problems

Ordinary User Prompt

Expert-level Prompt

Biomedical Task Input

Extract the disease or condition from the sentence, 
if any is mentioned.

Linkage studies in this family suggested a close linkage between the c2 deficiency gene and genes coding 
for B18 , Dw2 , and BfS antigens .

…

Task Description

Domain Knowledge

Solution Guidance

Exception Handling

Output Formatting

Prompt From Sampling-Based Method
If any disease or condition is mentioned in the 
sentence, extract it.

Ordinary User/Sampled Prompt Output Expert Prompt Output
 c2 deficiency gene c2 deficiency  

You're tasked with extracting diseases or conditions from the given sentence … 

Avoid associated elements: inheritance patterns, genes or gene loci (like PAH) …

Consider both specific diseases and broader categories, common abbreviations …

The term 'locus' should be recognized as a genomic location, not a disease name …

Provide the identified diseases in this format: {entity_1,entity_2, ...} …     

“c2 deficiency” is a disease mention to be extracted

 Label: Non-entailment    Prediction: Entailment

(a) MCTS Planning for Prompting

Current Prompt: Please determine whether one sentence entails the next.

Step1: Retrieve Errors from Base Model

Step 2: Generate Error Feedback (Action)

Step 3: Update Prompt (State)

(b) State Transition

Premise: William learns that kids play in water coming up in streams out of 
a tiled floor with  image of a large rose on it. 
Hypothesis: William learns that kids are playing in water.

Meta-prompt 1: Summarize errors and suggest improvements

Meta-prompt 2: Given the error feedback, give me a better prompt

Error Feedback: Ignoring Context and Detail—The model might be 
overlooking the details of the premise 'kids play in water coming up in 
streams out of a tiled floor with an image of a large rose on it,', which 
directly implies the hypothesis.

New Prompt: Compare the provided sentences … Take into account the 
subtleties in the context, pinpoint the order of events and differentiate 
between facts and assumptions. If the hypothesis is a direct result of the 
premise, select 'entailment'

Error Feedback: The model wrongly identified "PAH" 
as a disease, while it's actually a gene. The model 
misunderstood the part "excluding any associated 
factors such as genes, proteins, or pathways". 
Explicitly emphasize the need to exclude associated 
factors like inheritance pattern (for example, 
autosomal dominant), genes (like PAH), proteins, or 
pathways when identifying diseases or conditions.

Error Feedback: The model misunderstood the 
difference between diseases and associated factors 
like proteins or pathways. Clarify the definition of 
disease and condition entities, stressing the exclusion 
of associated factors like genes or proteins.Specify 
that common biological terms or genetic locations 
(like locus) should not be mistaken as part of a 
disease specific name.

Error Feedback: The language model should 
differentiate between diseases and the genes or other 
factors associated with those diseases. Consider 
different forms or variations of disease names, 
including abbreviations or short forms.

Prompt: You're tasked with extracting diseases or conditions … 
avoid incorporating any associated elements such as inheritance 
patterns (like autosomal dominant), genes or gene loci (like 
PAH), proteins, or biological pathways. … Consider both specific 
diseases and broader categories, and remember diseases and 
conditions can also appear as common abbreviations or 
variations. Provide the identified diseases or conditions in this 
format: {entity_1,entity_2,....}. … Note that the term 'locus' should 
be recognized as a genomic location and not a disease name.
F1 score (test): 0.645

Prompt: You're tasked with identifying and extracting diseases or 
conditions as mentioned in the sentence, while carefully excluding 
any associated factors such as genes, proteins, or pathways. … 
For clarity, the term 'locus' is not part of any disease name but 
represents a specific location in the genome.
F1 score (test): 0.622

Prompt: Identify and extract all diseases or conditions mentioned 
in the sentence, taking care to distinguish between diseases and 
any associated factors like genes. … Any variations or 
abbreviations of disease names should also be included. …
F1 score (test): 0.609

Prompt: Extract the disease or condition from the sentence, if any 
is mentioned.
F1 score (test): 0.521

No More Prompt Engineering? '

Goal: Automatically craft expert-level prompts equivalent in quality 
to those handcrafted by domain experts

Manual expert prompt engineering?
• A unique blend of domain knowledge and intuition for LLMs
• Ad-hoc human-chatbot interactions with tedious trial-and-errors
Existing automatic prompt engineering?
• Tend to overlook the depth of domain knowledge
• Struggle to efficiently explore the vast prompt space

PromptAgent Saves Your Time (
Key innovations (check more details in the paper):
1. Reframing prompt optimization as a strategic planning problem
• Efficiently explore prompt space with lookahead and backtrack
2. Self-reflection on model errors to mirror human’s trial-and-error
• Effectively induce valuable domain insights with error feedbacks

1. Great empirical gains over 12 tasks spanning three domains:  
BIG-Bench Hard, domain-specific and general NLP tasks

2. Transferrable expert prompts 
across various base models 

3. Great balance of exploration 
efficiency and performance 

4. Ablation study on search 
variants, showing the power of 
strategic planning (MCTS)

5. Convergence analysis reveals 
a stale learning dynamic 
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